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1 Executive Summary

The hardness of the elliptic curve discrete logarithm problem (ECDLP) is crucial for the security
of elliptic curve cryptographic schemes. This report describes the state-of-the-art in algorithms
for solving the ECDLP. The special classes of elliptic curves that are known to be weak for
cryptographic purposes are identified, and methods for avoiding these weak elliptic curves are
described.

2 Introduction

In 1985, Neal Koblitz [35] and Victor Miller [47] independently proposed using the group of
points on an elliptic curve defined over a finite field in discrete logarithm cryptographic systems.
The primary advantage that elliptic curve systems have over systems based on the multiplicative
group of a finite field (and also over systems based on the intractability of integer factorization)
is the absence of a subexponential-time algorithm (such as those of “index-calculus” type) that
could find discrete logarithms in these groups. Consequently, one can use an elliptic curve group
that is smaller in size while maintaining the same level of security. The result is smaller key
sizes, bandwidth savings, and faster implementations—features which are especially attractive
for security applications where computational power and integrated circuit space is limited,
such as smart cards, personal digital assistants, and wireless devices.

Elliptic curve cryptographic protocols for digital signatures, public-key encryption, and key
establishment have been standardized by numerous standards organizations including:

American National Standards Institute (ANSI X9.62 [2], ANSI X9.63 [3]).

Institute of Electrical and Electronics Engineers (IEEE 1363-2000 [30]).

International Standards Organization (ISO/IEC 15946-3 [31]).

U.S. government’s National Institute for Standards and Technology (FIPS 186-2 [50]).
Wireless Application Protocol Forum (WAP WTLS [71]).

Internet Engineering Task Force (IETF PKIX [7], IETF OAKLEY [32]).

Standards for Efficient Cryptography Group (SECG [69]).

N o ok~ wbdh e

2.1 The ECDLP

A necessary condition for the security of all elliptic curve cryptographic schemes is that the
elliptic curve discrete logarithm problem (ECDLP) be intractable. In this problem, one is given
an elliptic curve E defined over a finite field Fg, a point P of order n on E, and a point Q that is
a multiple of P, and one has to find the integer | € [0,n — 1] such that Q = IP.
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In elliptic curve cryptographic schemes, the non-secret parameters E, Fq, P and n are first
chosen. Then, an entity selects an integer d uniformly at random from [1,n — 1] and computes
Q = dP. The entity’s public key is Q, while the entity’s private key is d. Clearly, if the ECDLP
is easy, then an adversary can deduce d from Q. Thus, the hardness of the ECDLP is crucial for
the security of all elliptic curve schemes.

Although we have no proof that the ECDLP is indeed a hard problem, evidence for its hardness
has been gathered over the years. First, the problem has been extensively studied by researchers
for the last 16 years and no general-purpose subexponential-time algorithm has been discovered.
This report will survey the work done on the ECDLP. Secondly, Shoup [60] has proved a lower
bound of \/n for the discrete logarithm problem in a group of order n in the generic group
model, i.e., when the group elements are random bit strings and one only has access to the
group operation through a hypothetical oracle. While Shoup’s result does not imply that the
ECDLP is indeed hard, it does offer some hope that the DLP is hard in some groups.

On the negative side, it has been shown by Mosca and Ekert [49] that the ECDLP can be effi-
ciently solved on a quantum computer. Of course, it is well known that the integer factorization
and the ordinary discrete logarithm problems can also be efficiently solved on a quantum com-
puter [59]. Thus, if large-scale quantum computers are ever built, then all the major families
of public-key systems (DL, RSA, ECC) will be insecure. At present, this is not considered a
serious concern since experts are still skeptical about whether quantum computers will ever be
built. Hence our report does not take quantum computers into account.

2.2 Related Problems

Some elliptic curve cryptographic schemes, such as the elliptic curve Schnorr signature scheme
(see Pointcheval and Stern [53]) can be proven secure under the assumption that the ECDLP
is intractable (other assumptions not related to the elliptic curve are also necessary). Other
protocols may require hardness of the elliptic curve Diffie-Hellman problem (ECDHP) or the
elliptic curve decision Diffie-Hellman problem (ECDDHP).

Let E be an elliptic curve defined over FFq, and let P be a point of order n on E. The ECDHP is
the problem of finding abP given aP and bP. The ECDDHP is the problem, given aP, bP and
cP, of deciding whether or not c = ab (mod n).

It is well known that the ECDDHP polynomial-time reduces to the ECDHP, and that the ECDHP
polynomial-time reduces to the ECDLP. It would be useful to show that the ECDHP polynomial-
time reduces to the ECDDHP and that the ECDLP polynomial-time reduces to the ECDHP be-
cause then we would have confidence that the ECDHP and ECDDHP are intractable based on
our confidence that the ECDLP is intractable. Such results have not yet been proven. However,
there is substantial evidence (see Maurer [42] and Maurer and Wolf [43]) that the ECDHP and
ECDLP are indeed polynomial-time equivalent. In fact, Boneh and Lipton [8] have proven that
if there is no subexponential-time algorithm (more precisely, one with running time Lq[%]) for
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the ECDLP, then there also is no subexponential-time algorithm for the ECDHP. As a conse-
quence, if we believe that the ECDLP has no subexponential-time algorithm, then we should
also have confidence that the ECDHP is intractable.

The remainder of this report will not consider the ECDHP and ECDDHP, and will only consider
algorithms for solving the ECDLP.

2.3 Overview of this Report

In Section 3, we provide basic terminology and results on elliptic curve over finite fields. We
also define the special classes of finite fields and elliptic curves that have been proposed in
various security standards. Section 4 and Section 5, respectively, survey the known general-
purpose and special-purpose attacks on the ECDLP that have been discovered since the problem
was first proposed 16 years ago in 1985. In Section 6, we discuss the security when special finite
fields and special elliptic curves are used. Our conclusions are stated in Section 7.

3 Background on Elliptic Curves

We provide a brief introduction to finite fields and elliptic curves. The purpose is to remind the
reader of the basic terminology and notation that will be used in the remainder of this report.

3.1 Finite Fields

DEFINITION. A finite field consists of a finite set of elements IF together with two binary op-
erations on TF, called addition and multiplication, that satisfy certain arithmetic properties. The
order of a finite field is the number of elements in the field. There exists a finite field of order g
if and only if g is a prime power. If q is a prime power, then there is essentially only one finite
field of order g; this field is denoted by Fq. If q = p™ where p is a prime and m is a positive
integer, then p is called the characteristic of Fg, denoted char(Fq), and m is called the extension
degree of Iy,

SPECIAL FIELDS. The following are some classes of finite fields that have been proposed for
commercial use in elliptic curve cryptography due to their potential performance advantages.

1. Prime fields: These are finite fields of prime order. Prime fields have the advantage that
their arithmetic can be efficiently implemented in software on machines which have a
32 x 32 bit multiply instruction.

2. NIST prime fields: These are prime fields ', where the prime p is a Mersenne prime
or a Mersenne-like prime, e.g., p = 2™— 2K+ 1. In particular, the finite fields Fp for
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p=2192_064_q n_ 24 99 1 256 24 91924 996 1 _ 384_o128_
2% 2321 and p = 2°2! — 1 have been standardized in NIST’s FIPS 186-2 [50]. Such
prime fields are advantageous over random prime fields because the modular reduction
operation can be performed very efficiently (see Solinas [67]).

3. Binary fields: These are finite fields of order 2™. Binary fields have the advantage that
their arithmetic can be efficiently implemented in hardware. In particular, the binary fields
Fs163, Fo2ss, Fozss, Foa00 and Fos71 have been standardized in NIST’s FIPS 186-2 [50].

4. Composite binary fields: These are binary fields of order 2™ where m is a composite
number. Because composite binary fields have non-trivial subfields, field arithmetic can
be sped up by using lookup tables for performing subfield arithmetic; for example see
[11].

5. Optimal extension fields: These are finite fields of order p™ where p is a 32-bit or 64-bit
prime and m is a small integer. Optimal extension fields were introduced by Bailey and
Paar [5] because the arithmetic in such fields is particularly efficient on 32-bit and 64-bit
platforms.

3.2 Elliptic Curves

DEFINITION. Let Fq be a finite field of characteristic not equal to 3. If the characteristic of Fq
is not equal to 2, then an elliptic curve over Iy is defined by an equation of the form

y>=x3+ax+b, (1)

where a,b € g, and 4a3 4 27b% #£ 0. If the characteristic of Fq is equal to 2, then an elliptic
curve over Iy is defined by an equation of the form

y24+xy =x>+ax’+b, (2)
where a,b € Fg, b # 0, or by an equation of the form

y?+ay=x>+bx+c, (3)

where a,b,c € Fq, a # 0. If the equation is (2) then the elliptic curve is said to have non-zero
j-invariant, while if the equation is (3) then the elliptic curve is said to have zero j-invariant.

GROUP OF POINTS. The set E(TFq) consists of all points (x,y), x € Fq, y € Fq, which satisfy
the defining equation, together with a special point O called the point at infinity. There is a rule,
called the chord-and-tangent rule, for adding two points on an elliptic curve E(Fg) to give a
third elliptic curve point. Together with this addition operation, the set of points E(Fq) forms
a group with O serving as its identity. It is this group that is used in the construction of elliptic
curve cryptographic schemes.
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GRoupP ORDER. Let E be an elliptic curve over a finite field IFq. Hasse’s theorem states that
the number of points on an elliptic curve (including the point at infinity) is #E(Fq) = q+1—t
where |t| < 2,/7; #E(IFq) is called the order of E and t is called the trace of E. In other words,
the order of an elliptic curve E(Fq) is roughly equal to the size g of the underlying field.

GROUP STRUCTURE. E(IFq) is an abelian group of rank 1 or 2; that is, E(Fq) is isomorphic
t0 Zn, X Zn,, Where ny divides nj, for unique positive integers n1 and np. Here, Zn denotes
the cyclic group of order n. Moreover, ny divides q—1. If np =1, then E(Fq) is said to be
cyclic. In this case E(FFgq) is isomorphic to Zn,, and there exists a point P € E(FFq) such that
E(Fq) = {kP : 0 <k < ni—1}; such a point is called a generator of E(F).

SPECIAL CURVES. The following are some classes of elliptic curves that have been proposed
for commercial use in elliptic curve cryptography due to their potential performance advantages.

1. Supersingular curves. An elliptic curve E defined over a finite field Fq of characteristic
p is said to be supersingular if #E(IFq) = g+ 1 —t where p divides t. Note that if Fq is a
binary field, then the supersingular elliptic curves are precisely those with zero j-invariant
(i.e., defined by equation (3)).

2. Prime field anomalous curves. An elliptic curve E defined over a prime field F is said to
be prime field anomalous if #E(IFp) = p, i.e., the curve has trace 1.

3. Koblitz curves. A Koblitz curve E over Fom is an elliptic curve whose defining equation
has coefficients in F,. There are two Koblitz curves: y?+xy = x3+1 and y? +xy =
x3 4+ x2 4 1. These elliptic curves were first proposed for cryptographic use by Koblitz
[36]. They are advantageous over randomly selected curves over binary fields because the
point multiplication operation in Koblitz curves involves no point doublings (see Solinas
[66, 68]). Koblitz curves have been standardized in NIST’s FIPS 186-2 [50].

4. Elliptic curves with efficiently-computable endomorphisms. Gallant, Lambert and Van-
stone [25] showed how elliptic curves with efficiently-computable endomorphisms can
be used to obtain a speedup of 50% for point multiplication. Examples of such elliptic
curves include the Koblitz curves, elliptic curves y? = x3 + ax over prime fields Fp where
p=1 (mod 4), and elliptic curves y2 = x2 + b over prime fields Fpwhere p=1 (mod 3).
One specific elliptic curve of this last type has been included in the WAP specification of
the WTLS protocol [71].

5. Elliptic curves with small class number. Let E be an elliptic curve over a finite field Fy,
and let #E(Fq) = g+ 1 —t. Such an elliptic curve is said to have small class number
if its complex multiplication field Q(1/t2—4q) has small class number. The complex
multiplication (CM) method allows one to choose an elliptic curve group order before
the equation of the curve is explicitly constructed. For elliptic curves over Fg, the CM
method is also called the Atkin-Morain method (see [48]); over Fom, it is called the Lay-
Zimmer method (see [38]). The CM method is very efficient for generating elliptic curves
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of small class number; if there is no restriction on the class number then the CM method is
extremely inefficient. Thus elliptic curves with small class number may arise in practice
if the CM method has been used to generate them.

4 General-Purpose Attacks

Some algorithms for the ECDLP are tailored to perform better when the elliptic curve parame-
ters are of a special form; these are called special-purpose attacks on the ECDLP. In contrast,
the running times of the general-purpose attacks depend solely on the size of the elliptic curve
parameters. This section describes the known general-purpose attacks on the ECDLP. Special-
purpose attacks are considered in Section 5.

We recall the statement of the ECDLP. Let E be an elliptic curve defined over a finite field IFg,.
Let P € E(Fq) be a point of order n. Given E, Fq, P, nand Q € (P), the problem is to find the
unique integer | € [0,n— 1] such that Q = IP. Here, E, Fq, P and n are called elliptic curve
parameters.

4.1 Exhaustive Search

In exhaustive search, one simply computes successive multiples of P: P, 2P, 3P, 4P, ... until Q
is obtained. This method can take up to n steps in the worst case. To circumvent this attack, one
has to select elliptic curve parameters so that n is sufficiently large.

4.2 Pohlig-Hellman Attack

The Pohlig and Hellman attack [52], reduces the problem of recovering | to the problem of
recovering | modulo each of the prime factors of n; the desired number | can then be recovered
by using the Chinese Remainder Theorem.

The implications of this attack are the following. To construct the most difficult instance of the
ECDLP, one must select an elliptic curve whose order is divisible by a large prime n. Preferably,
this order should be a prime or almost a prime (i.e. a large prime n times a small integer h such
as 2 or 4). For the remainder of this report, we shall assume that the order n of P is prime.

4.3 Pollard’s Rho Algorithm

This algorithm, due to Pollard [54], is a randomized version of the baby-step giant-step algo-
rithm. It has roughly the same expected running time (,/Tn/2 steps) as the baby-step giant-step
algorithm, but is superior in that it requires a negligible amount of storage. Van Oorschot and
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Wiener [51] showed how Pollard’s rho algorithm can be parallelized so that when the algo-
rithm is run in parallel on r processors, the expected running time of the algorithm is roughly
(v/T)/(2r) steps. That is, using r processors results in an r-fold speed-up.

At present, parallelized Pollard’s rho algorithm is the fastest general-purpose method for solving
the ECDLP.

EXPERIMENTAL RESULTS. Certicom initiated an ECDLP challenge [10] in November 1997 in
order to encourage and stimulate research on the ECDLP. Their challenges consist of instances
of the ECDLP on a selection of elliptic curves. The challenge curves are divided into three
categories listed below. In the following, ECCp-k denotes a randomly selected elliptic curve
over afield IFp, ECC2-k denotes a randomly selected elliptic curve over a field Fom, and ECC2K-
k denotes a Koblitz curve over Fom; K is the bitlength of n. In all cases, the bitsize of the order of
the underlying finite field is equal or slightly greater than k (so curves have either prime order
or almost prime order).

1. Randomly generated curves over Fp, where p is prime: ECCp-79, ECCp-89, ECCp-97,
ECCp-109, ECCp-131, ECCp-163, ECCp-191, ECCp-239, and ECCp-359.

2. Randomly generated curves over Fom, where m is prime: ECC2-79, ECC2-89, ECC2-97,
ECC2-109, ECC2-131, ECC2-163, ECC2-191, ECC2-238, and ECC2-353.

3. Koblitz curves over Fom, where m is prime: ECC2K-95, ECC2K-108, ECC2K-130,
ECC2K-163, ECC2K-238, and ECC2K-358.

SOFTWARE IMPLEMENTATION. As of December 2001, the following challenges been solved:

¢ ECCp-79, ECCp-89, ECCp-97.
o ECC2-79, ECC2-89, ECC2-97.
¢ ECC2K-95, ECC2K-108.

Escott et al. [16] report on their 1998 implementation of the parallelized Pollard’s rho algorithm
which incorporates some improvements of Teske [70]. The hardest instance of the ECDLP they
solved was the Certicom ECCp-97 challenge. For this task they utilized over 1200 machines
from at least 16 countries, and found the answer in 53 days. The total number of steps executed
was about 2 x 10 elliptic curve additions which is close to the expected time ((/T)/2 ~
3.5 x 1014, where n ~ 2%). Escott et al. [16] conclude that the running time of Pollard’s rho
algorithm in practice fits well with the theoretical predictions. They estimate that the ECCp-
109 challenge could be solved by a network of 50,000 Pentium Pro 200MHz machines in about
3 months. In April 2001, an Internet distributed effort was started to solve the ECCp-109
challenge [14]. As of December 2001, there were about 2000 machines from 60 teams around
the world dedicated to solving this challenge, and about 13% of the solution space had been
searched.



4 General-Purpose Attacks Page 10

We can conclude from these efforts that 109-bit ECDLP instances are within the reach of soft-
ware attacks by large organizations. However, the 163-bit challenges are well beyond the reach
of software attacks for the forseeable future.

HARDWARE IMPLEMENTATION. Van Oorschot and Wiener [51] examined the feasibility of
implementing parallelized Pollard’s rho algorithm using special-purpose hardware. In their
1996 study, they estimated that if n & 1036 &~ 2120, then a machine with r = 330, 000 processors
could be built for about US $10 million that could compute a single elliptic curve discrete
logarithm in about 32 days. If the parameter n satisfies n > 2190, then such hardware attacks are
infeasible with today’s technology.

SELECTING PARAMETERS FOR LONG-TERM SECURITY. Lenstra and Verheul [39] performed
an extensive and careful study of the key sizes for symmetric-key encryption schemes, RSA,
discrete logarithm systems, and ECC. Their study incorporates both software and hardware
attacks, and takes into account the continual improvements in hardware, and hardware costs.
Assuming that parallelized Pollard’s rho algorithm remains the best algorithm for the ECDLP,
they estimate that 163-bit ECC will provide the same level of security in the year 2021 as the
Data Encryption Standard (DES) provided in the year 1982. (DES was considered very secure
in 1982 for banking applications.) Similarly, 191-bit ECC will provide the same level of security
in the year 2040 as DES provided in the year 1982.

4.4 Pollard’s Lambda Algorithm

Like Pollard’s rho method, the lambda method [54] can also be parallelized with a linear
speedup. The parallelized lambda-method is slightly slower than the parallelized rho-method
[51]. The lambda-method is, however, slightly faster in situations when the logarithm being
sought is known to lie in a subinterval [1,b] of [1,n — 1], where b < 0.39n [51].

To circumvent this attack, private keys in elliptic curve systems should be selected uniformly
at random from the interval [1,n — 1]. That is, keys should not be selected in a special manner
(e.g., by selecting small private keys) so that they are known a priori to lie in a subinterval of
[1,n—1].

4.5 Index-Calculus Attacks

As mentioned in Section 4.3, parallelized Pollard’s rho algorithm is the best general-purpose
algorithm known for solving the ECDLP and takes fully exponential time. It is natural to
ask whether there exist subexponential-time “index-calculus™ attacks such as the ones that are
known for solving the ordinary discrete logarithm problem in the multiplicative group F of a
finite field Fq. By subexponential-time, we mean an algorithm whose running time is of the
form

Lqlc,a] = O (exp ((c+0(1))(Ing)* (InInn)*~%)),
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where c is a constant and 0 < a < 1. Recall that the number field sieve for the ordinary DLP in
Fy has a running time of Lq[1.923, 3].

This question was asked by Miller in his paper introducing elliptic curve cryptography [47]. He
observed that unlike in the case of Fg, where there are natural candidates for the factor base I
(prime numbers of small size in the case of prime fields or small degree irreducible polynomials
in the case of binary fields), there appear to be no likely candidates in E(Fg). The most natural
ones for elliptic curves over prime fields F, seem to be points of small height in E(Q), Q
the field of rational numbers (the height of a point is related to the number of bits needed to
represent the point). However, Miller points out that there are very few points of small height
in E(Q). Furthermore, even if such a set I" exists, finding an efficient method for lifting a point
in E(Fp) to a point in E(Q) looks hopeless. Miller’s argument against the possibility of index-
calculus attacks has been elaborated on and explored in more detail by J. Silverman and Suzuki
[62], who support his conclusions.

A very interesting line of attack on the ECDLP was recently proposed by J. Silverman [61].
His “xedni calculus” turns the index calculus method “on its head” (hence the name). Given
a discrete logarithm problem on an elliptic curve over Fp, he first lifts the points in question
(actually, r different integer linear combinations of them, where r < 9) to points in the plane
over Q, and then he considers elliptic curves E(Q) that pass through these r points. If E(Q) can
be chosen to have rank < r, i.e., so that there is an integer linear dependence relation among
the r points—then the ECDLP is solved. In general, the probability of rank < r is negligible.
However, Silverman’s idea is to impose a number of “Mestre conditions” modulo ¢ for small
primes ¢ in order to increase this probability. (Each Mestre condition [46] forces #E(Z,) to be
as small as possible.) Although the xedni calculus attack is clever and elegant, a careful analysis
[33] showed that it is extremely impractical. One intriguing aspect of Silverman’s algorithm is
that it can be adapted (with no important changes) to solve both the discrete log problem in the
multiplicative group of F, and the integer factorization problem. Thus, if it had turned out to
be efficient, it would have attacked all major public-key cryptosystems that are in practical use.

4.6 Multiple Logarithms

Suppose that we are given multiple instances of the ECDLP with respect to the same elliptic
curve parameters. Such problems may arise in practice if all entities in a communications
network are using the same domain parameters, but where each entity has its own public key.

One approach to tackling the multiple instances is to solve them iteratively using Pollard’s rho
method. R. Silverman and Stapleton [63] (see also Kuhn and Struik [37] for a formal analysis)
observed that if a single instance of the ECDLP is solved using (parallelized) Pollard’s rho
method, then the work done in solving this instance can be used to speed up the solution of other
instances of the ECDLP (for the same elliptic curve parameters). More precisely, if the first
instance takes expected time t, then the second instance takes expected time (/2 — 1)t ~ 0.41t.
Having solved these two instances, the third instance takes expected time (/3 — v/2)t & 0.32t.
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Having solved these three instances, the fourth instance takes expected time (v/4 — v/3)t ~
0.27t. And so on. Thus subsequent instances of the ECDLP for a particular elliptic curve
become progressively easier. Another way of looking at this is that solving k instances of the
ECDLP (for the same curve E and base point P) takes only v/k as much work as it does to solve
one instance of the ECDLP.

The other approach to tackling the multiple instances is to attack them simultaneously with the
goal of solving any one instance. However, Kuhn and Struik [37] have proven that the best
strategy for solving any instance is in fact to solve them iteratively.

Therefore, concerns that successive logarithms become easier can be addressed by ensuring that
the elliptic parameters are chosen so that the first instance is infeasible to solve.

5 Special-Purpose Attacks

5.1 Weil Pairing and Tate Pairing Attacks

Menezes, Okamoto and Vanstone [44] and Frey and Rick [20] showed how, under mild as-
sumptions, the ECDLP in an elliptic curve E defined over a finite field Fq can be reduced to the
ordinary DLP in the multiplicative group of some extension field IF  for some k > 1, where the
number field sieve algorithm applies. The first reduction is usually called the MOV attack or
the Weil pairing attack, while the second reduction is usually called the Frey-Riick attack or the
Tate pairing attack.

The reduction algorithms are only useful for solving the ECDLP if k is small—this is not the
case for most elliptic curves, as shown by Balasubramanian and Koblitz [6]. To ensure that the
reduction algorithm does not apply to a particular elliptic curve, one only needs to check that
n, the order of the point P, does not divide g% — 1 for all small k for which the DLP in Fo is

tractable—in practice, when n > 2160 then 1 < k < 20 suffices.

However, it should be noted that the Weil and Tate pairing attacks are indeed useful for solv-
ing the ECDLP for special classes of elliptic curves. One class of such curves are the super-
singular curves for which it is known that k < 6. The Weil and Tate pairing attacks yield a
subexponential-time algorithm for the ECDLP in these curves. Another class of elliptic curves
which succumbs to the Weil and Tate pairing attacks are curves of trace 2, i.e., elliptic curves E
over Fq with #E (IFq) = q— 1. Hence these curves should not be used in practice.

We emphasize that the divisibility check rules out all elliptic curves which are susceptible to
the Weil and Tate pairing attacks, including supersingular curve and trace 2 curves.
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5.2 Prime Field Anomalous Curve Attack

Recall that an elliptic curve E over Fy is said to be prime-field-anomalous if #E(Fp) = p.
Semaev [58], Smart [64], and Satoh and Araki [56] independently showed how to efficiently
solve the ECDLP for these curves. The attack does not extend to any other classes of elliptic
curves. Consequently, by verifying that the number of points on an elliptic curve is not equal to
the cardinality of the underlying field, one can easily ensure that the Araki-Semaev-Smart-Satoh
attack does not apply.

5.3 Speeding Up Pollard’s Rho Algorithm for Koblitz Curves

Suppose that E is an elliptic curve defined over the finite field F2e. Gallant, Lambert and Van-
stone [24], and Wiener and Zuccherato [72] independently showed how Pollard’s rho algorithm
for computing elliptic curve logarithms in E(F,e) can be further sped up by a factor of /d—
thus the expected running time of Pollard’s rho method for these curves is (1/mn/d)/2 steps.

For example, if E is a Koblitz curve over Fom, then Pollard’s rho algorithm for computing
elliptic curve logarithms in E(F,m) can be sped up by a factor of \/m. This speedup is not
a concern in practice since the factor \/m is relatively small (e.g., for m = 163, \/m = 13).
Nonetheless, this speedup should be considered when doing a security analysis of elliptic curves
whose coefficients lie in a small subfield.

5.4 \Weil Descent

In this section, we say that an elliptic curve E defined over the binary field F,n is cryptograph-
ically interesting if (i) #E(Fon) is almost prime—that is, #E (Fon) = rd where r is prime and
d € {2,4} (in order to avoid the Pohlig-Hellman and Pollard’s rho attacks); and (ii) r does not
divide 2N — 1 for each j € [1,J], where J is large enough so that it is computationally infeasible
to find discrete logarithms in Fons (in order to avoid the Weil pairing and Tate pairing attacks).

Frey [18, 19] first proposed using Weil descent as a means to reduce the ECDLP in elliptic
curves over binary fields Fon to the discrete logarithm problem in an abelian variety over a
proper subfield F, of Fon. Frey’s method, which we refer to as the Weil descent attack method-
ology, was further elaborated by Galbraith and Smart [23]. In 2000, Gaudry, Hess and Smart
(GHS) [27] showed how Frey’s methodology could be used (in most cases) to reduce any in-
stance of the ECDLP to an instance of the discrete logarithm problem in the Jacobian of a
hyperelliptic curve over F,. Since subexponential-time algorithms for the hyperelliptic curve
discrete logarithm problem (HCDLP) are known (see [1], [26], and [15]), this could have im-
portant implications to the security of elliptic curve cryptographic schemes.

The GHS attack was analyzed by Menezes and Qu [45]. It was proven to fail for all cryp-
tographically interesting elliptic curves over Fon, where N € [160,600] is prime. Namely, the
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hyperelliptic curves C produced either have genus too small (whence Jc(F2) is too small to yield
any non-trivial information about the ECDLP in E(F,n)), or have genus too large (g > 26 — 1,
whence the HCDLP in Jc(FF5) is infeasible using known methods for solving the HCDLP).

However, the GHS attack is effective for solving the ECDLP on some elliptic curves over com-
posite binary fields. Jacobson, Menezes and Stein [34] implemented the GHS attack and demon-
strated that the ECDLP on a certain class of elliptic curves over IF,iss is feasible (see also Smart
[65] for a partial analysis). The ECDLP on elliptic curves in this class can be solved in about
one month using a network of 1,000 1 GHz Pentium Ill workstations (see [34]). This is the
same order of magnitude as the work required to perform exhaustive search on the DES key
space (estimated time is 110,000 days on a single 450 MHz Pentium PC [29]), and less than
the estimated time of 200,000 days on a single 450 MHz Pentium PC spent on the Certicom
ECC2-108K ECDLP challenge [29].

The GHS attack is effective on only about 232 out of the 2% isomorphism classes of ellip-
tic curves over F,iss. However, Galbraith, Hess and Smart [22] (see also [21]) very recently
presented an algorithm with expected average running time of O(q”/4+€) for explicitly com-
puting an isogeny between two isogenous elliptic curve over Fqn. (Two elliptic curves Ey/Fgn
and Ep/Fqn are said to be isogenous over Fgn if #E1(Fqn) = #E2(IFqn).) They observed that
this algorithm can be used to extend the effectiveness of the GHS attack as follows. Given an
ECDLP instance on some cryptographically interesting elliptic curve E;/Fon, one can check
if E1 is isogenous to some elliptic curve E2/Fon which yields an easier HCDLP than Eq, and
then use an isogeny @: E1 — Eo to map the ECDLP instance to an ECDLP instance in Ex(F,n).
For example, in the case N = 155, we can expect that roughly 2194 out of 2156 elliptic curves
over Fss are isogenous to one of the ~ 232 elliptic curves over Foss originally believed to be
susceptible to the GHS attack. Thus, the GHS attack is now known to be effective on 2194 out
of the 2% elliptic curves over Foyss.

The GHS attack on elliptic curves over composite binary fields was fully analyzed by Maurer,
Menezes and Teske [41]. They identify all binary fields F,n where N € [100, 600] is a composite
integer, for which the GHS attack succeeds for some elliptic curves over F,n. Such fields include
o155, Fote1, F o180, Foss, Fp217, Fozas and Foso0. FOr each such field, they list the number of elliptic
curves that succumb to the GHS attack. There are also some fields, such as Fiss, o215 and Fozes
for which the GHS attack fails for all elliptic curves over that field.

For most composite binary fields Fon, the proportion of elliptic curves over F,n which succumb
to the GHS attack is very small. For example, the proportion of elliptic curves over F,iss
which succumb to the GHS attack is only 2—%2 Thus, if one selects an elliptic curve at random,
then there is a very high probability that the elliptic curve will be resistant to the GHS attack.
However, failure of the GHS attack does not imply failure of the Weil descent methodology—
there may be other useful curves which lie on the Weil restriction that were not constructed by
the GHS method. Thus, to take into account potential future developments in the Weil descent
methodology, it is prudent to altogether avoid using elliptic curves over composite binary fields.

Arita [4] showed that some elliptic curves over finite fields Fsm may also be susceptible to the
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Weil descent attack. However, since elliptic curves over Fam have never been proposed for
commercial applications, we will not consider them any further in this report.

Diem [12, 13] has shown that the GHS attack can be extended to elliptic curves over F pm where
p > 5 is prime. He concludes that his particular variant of the GHS attack will always fail when
m is prime and m > 11—that is, the discrete logarithm problem in the resulting higher-genus
curves is intractable. However, he provides some evidence that the attack may succeed for some
elliptic curves when m = 5 or m = 7. Further research and experimentation is necessary before
one can conclude this with certainty.

We conclude this section by emphasizing that the GHS attack is not applicable to elliptic curves
over binary fields IFom where m is prime, or to elliptic curves over prime fields Fyp,.

6 Special Parameters

In this section, we discuss the hardness of the ECDLP when special finite fields and special ellip-
tic curves are used. Such special finite fields and elliptic curves are typically used because they
allow for some performance enhancements. For an indication of the improved performances
that are achievable by using the NIST prime fields or Koblitz curves, see the implementation
reports [9] and [28].

6.1 NIST Prime Fields

Recall that the NIST prime fields are fields F, where the prime p is a Mersenne prime or a
Mersenne-like prime, e.g., p = 2™ — 2K+ 1. There are no known attacks on the ECDLP that
exploit the special form of the primes in the NIST prime fields. Thus, the NIST primes should
be considered to be a safe alternative to randomly generated primes.

6.2 Composite Binary Fields

Recall that a composite binary field is a binary field Fon where N is composite. As discussed
in Section 5.4, for most composite binary fields F,n, the proportion of elliptic curves over Fon
which succumb to the GHS attack is very small. Indeed there are some composite binary fields
for which the GHS attack fails for all elliptic curves over that field.

Of special interest are elliptic curves over F,iss because a specific elliptic curve over Foiss has
been included in an internet standard for key agreement [32]. Since the fraction of elliptic
curves over F,iss which succumb to the GHS attack is only 2—%2 the GHS attack can be safely
avoided by using a randomly generated elliptic curve over Fiss.

However, as stated in Section 5.4, failure of the GHS attack does not imply failure of the Weil
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descent methodology—there may be other useful curves which lie on the Weil restriction that
were not constructed by the GHS method. Thus, to take into account potential future develop-
ments in the Weil descent methodology, it is prudent to altogether avoid using elliptic curves
over composite binary fields. (Note: This is a conservative recommendation.)

6.3 Optimal Extension Fields

Recall that optimal extension fields are finite fields F pm where p is a 32-bit or 64-bit prime and
m is a small integer. Some examples of optimal extension fields that have been implemented
have a 32-bit prime pand m =5 orm =7 (see [5]). As mentioned in Section 5.4, The GHS Weil
descent may succeed for some elliptic curves over optimal extension fields withm=5orm=7;
however more research and experimentation is necessary before this can be concluded with
certainty. To take into account potential future developments in the Weil descent methodology,
it is prudent to altogether avoid using optimal extension fields. (Note: This is a conservative
recommendation.)

6.4 Koblitz Curves

The only special-purpose attack on the ECDLP for Koblitz curves over Fom (where m is prime)
is the factor \/m-speedup in Pollard’s rho algorithm that was noted in Section 5.3. Since this
attack only reduces the time required to compute elliptic curve logarithms by a small factor, it
is not a practical concern. Thus, Koblitz curves should be considered to be a safe alternative
to randomly generated elliptic curves over Fom. Indeed, Koblitz curves have been adopted by
the U.S. government in the FIPS 186-2 standard [50] for the elliptic curve digital signature
algorithm (ECDSA).

6.5 Elliptic Curves with Efficiently-Computable Endomorphisms

The only special-purpose attack on the ECDLP for elliptic curves with efficiently-computable
endomorphisms are the improvements to Pollard’s rho algorithm that are similar to the ones
noted in Section 5.3 for Koblitz curves (see [24] and [72]). Since this attack only reduces the
time required to compute elliptic curve logarithms by a small factor, it is not a practical concern.
Thus, elliptic curves with efficiently-computable endomorphisms should be considered to be a
safe alternative to randomly generated elliptic curves.

6.6 Elliptic Curves with Small Class Number

Recall that elliptic curves with small class number are typically produced by the Lay-Zimmer
and Atkin-Morain methods. There has been some concern expressed by experts that the small
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class number might lead to attacks on the ECDLP for these elliptic curves. However, no such
attacks have ever been proposed.

In any case, in the last few years there have been some dramatic improvements in Schoof’s
original algorithm [57] for counting the points on a randomly generated elliptic curve over
finite fields (for example, see Fouquet, Gaudry and Harley [17], Lercier and Morain [40], and
Satoh [55]). With these algorithms, it is relatively easy to count the number of points on a
randomly selected elliptic curve. Therefore, there is no longer any compelling reason to use the
Lay-Zimmer or the Atkin-Morain methods in practice—in this way, elliptic curves with small
class number will not arise in practice.

7 Conclusions

Table 1 summarizes the known attacks on the ECDLP and countermeasures for ensuring that a
given elliptic curve is immune to these attacks. Recall that elliptic curve parameters consist of
an elliptic curve E defined over a finite field Fg, and a point P € E(FFq) of order n.

| Attack | Countermeasure |
Pohlig-Hellman (Section 4.2) Select n to be prime.
Pollard-rho (Section 4.3) Select n so that y/n represents an infeasible amount of

computation. At a minimum, n should be at least 2160,
Multiple logarithms (Section 4.6) | Select n so that \/n represents an infeasible amount of
computation. At a minimum, n should be at least 2160,
Weil pairing and Tate pairing at- | Check that n does not divide g — 1 for all 1 < k < 20.

tacks (Section 5.1) (This rules out supersingular and trace 2 elliptic curves.)
Prime field anomalous curve at- | Check that n # q.
tack (Section 5.2)

Weil descent attack (Section 5.4) | Do not use elliptic curves over composite binary fields.
Do not use elliptic curves over Fpm where p is odd and
m=>5or m=7. (Note: These are quite conservative
recommendations.)

Table 1: Summary of attacks on the ECDLP and countermeasures.

If an elliptic curve is selected that meets all the requirements in Table 1, then the ECDLP is
intractable against all known attacks.
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